# Lab02: Multiple Regression Analysis, Factors and Interaction Effects

**Handed out:** Monday, March 1, 2021

**Return date:** Friday, March 12, 2021, at eLearning’s **Lab02Submit** link.

**Grading:** This lab counts 13 % towards your final grade

**Objectives:** In this lab you will explore the meaning of the partial regression coefficients, and the partial *F*-test and you will build and analyze a full-fledge multiple regression model which includes a factor.

**Format of answer:** Your answers (statistical figures and verbal description) should be submitted as ***hardcopy***. Add a running title with the following information: Lab02, your name and page numbers. You may use this document as template. Copy the requested statistical figures into your document. Trial and error answers will lead to a deduction of points. Label each answer properly with the bold task and sub-task headings. You are expected to hand in professionally formatted answers: use a fixed pitch font, like **Courier New**, for any ![](data:image/png;base64,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) code the use mathematical type-setting when equations are required. Copy and paste figures into your document. Make sure that each figure has a proper ***caption*** describing its content.

## Task 1. Partial Regression Coefficient [3 points]

Use the **Concord1.sav** file for this task. You will demonstrate that in multiple regression the partial effect of an independent variable is free from any linear effects of the remaining independent variables in a regression model.

**Task 1.1:** Run the multiple model **water81~income+water80+educat** and *interpret* its regression coefficients. [0.5 points]

**Task 1.2:** Calculate the residuals of the two models [a] **water81~income+water80** and [b] **educat~income+water80**. *What are these residuals specifically measuring*? [1 point]

**Task 1.3:** Generate the partial regression leverage scatterplot of the water residuals against the education residuals. Make sure to use properly labeled axes. *Briefly interpret the scatterplot*. [0.5 points]

**Task 1.4:** Estimate a regression model of the *water residuals* on the *education residuals* and *compare* its estimate slope coefficient against the slope coefficient for **educat** of the multiple model from task 1.1. *Why are you allowed to suppress the intercept in this model*? [1 point]

## Task 2: A Multiple Regression Model with Factors and Partial *F*-test [7 points]

Use the dBase data file **provinces.dbf** (read it into ![](data:image/png;base64,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) with the function **foreign::read.dbf**)

You will experiment with regression models that aim at explaining the 1994 total fertility rate **TOTFERTRAT** (number of children born by a woman during her lifetime) within the 95 Italian provinces. The following independent variables are:[a] the metric illiteracy rate **ILLITERRAT** , [b] the metric average woman’s age at first marriage **FEMMARAGE**, [c] the metric divorce rate **DIVORCERAT**, [d] the metric televisions per household **TELEPERFAM** and [e] a regional factor **REGION** denoting whether a province is located on the islands of Sicily or Sardinia, or in the southern, central or northern parts of Italy’s mainland.

Note: please do ***not*** perform variable transformations in the task.

**Task 2.1:** Use common sense arguments ***how*** these four metric variables will influence the provincial fertility rates. Use one or two sentences per explanation, and formulate preferably *one* sided null and alternative hypotheses based on your explanation. The statistical hypotheses should be *type-set* properly, for instance, as against . Format everything in the table shown below. [1 point]

|  |  |  |
| --- | --- | --- |
| Variable | Common Sense Arguments | Statistical Hypotheses |
| ILLITERRAT |  |  |
| FEMMARAGE |  |  |
| DIVORCERAT |  |  |
| TELEPERFAM |  |  |

**Task 2.2:** Generate a scatterplot matrix showing the dependent variable and the four metric independent variables. Also generate a boxplot of the fertility rate against the regions. *Briefly interpret the scatterplot matrix.* [1 point]

**Task 2.3:** Run a base model multiple regression with the four metric variables to explain the variation of the fertility rates. Interpret this model [a] in the light of your earlier stated hypotheses in task 2.1, [b] the significances of the estimate regression coefficients and [c] the goodness of fit. [1 point]

**Task 2.4:** Calculate the standardized *beta-coefficients* for the multiple model in task 2.3. Rank the independent variables *according to the absolute strength* *of their effects* on the fertility rates and plot the beta coefficients with the **coefplot( )** function. Use proper options for the **coefplot( )** function. [1 point]

**Task 2.5:** Run five separate regressions on the [a] independent variables as well as [b] the dependent fertility rate using the factor **REGION** as independent variable.   
Does the **REGION** factor *explain variation* of the four independent variables as well as the fertility rate, i.e., what are the factor’s ’s? [1 point]

Hint: To calibrate all five models with one function call you can use the regression formula syntax **cbind(TOTFERTRAT,ILLITERRAT,FEMMARAGE,DIVORCERAT,TELEPERFAM)~REGION**.  
The **summary** function gives you the results for all five models.

**Task 2.6:** Run the multiple regression model with the four metric variables plus the **REGION** factor to explain the variation of the fertility rates.   
*Speculate* in an informed way why some independent metric variables are no longer significant? [1 point]

**Task 2.7:** Use a partial *F*-test to check whether the model in task 2.6 has improved the model fit of the base model in task 2.3 significantly. [1 point]   
That is, test the null hypothesis: against the alternative hypothesis is *for at least one* .

## Task 3. Identification of the Underlying Model Structure [3 points]

Use the workspace **ModelSpecs.RData** for this task. It contains the six data-frames **mod1** to **mod6**. Each data-frame is comprised of three variables: **y** for the dependent variables, **g** for a binary ***factor***, and **x** for a ***metric*** variable. Each of these data-frames is best ***statistically*** described by one of these competing models:

|  |  |
| --- | --- |
| Name | Models Structure |
| Full interaction model | **lm(y~g+x+g:x, data=mod?)  lm(y~g\*x, data=mod?)** |
| Intercept model | **lm(y~g+x, data=mod?)** |
| Slope model | **lm(y~g:x, data=mod?)** |
| Means model | **lm(y~g, data=mod?)** |
| Plain regression model | **lm(y~x, data=mod?)** |

For each of the data-frame generate an informative scatterplot showing the regression regimes for both groups of observations. You can employ the syntax:

**car::scatterplot(y~x|g,smoother=F,boxplots="xy",data=mod???,main="Model???")**

Then identify, which of the competing model structures best describes the given data-frame. By visual inspection extend one of the regression lines to to check if both lines share an identical intercept. If several competing model structures seem to be reasonably relevant, then try to eliminate inferior models by looking at their or the -values of the most elaborated model **lm(y~g\*x, data=mod?)**.

**Task 3.1:** Identify the underlying model structure for **mod1**. [0.5 points]

**Task 3.2:** Identify the underlying model structure for **mod2**. [0.5 points]

**Task 3.3:** Identify the underlying model structure for **mod3**. [0.5 points]

**Task 3.4:** Identify the underlying model structure for **mod4**. [0.5 points]

**Task 3.5:** Identify the underlying model structure for **mod5**. [0.5 points]

**Task 3.6:** Identify the underlying model structure for **mod6**. [0.5 points]